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Moving Commercial Decisions from Average Customer Segment to Individual Traveler

A Deployment Framework Designed for Continuous Experimentation[2]
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Results and Discussion

1. We develop an approach that uses multi-armed bandit method to actively and adaptively route pricing requests to multiple models to further improve revenue.
2. We test this approach in a rigorously constructed simulation environment to demonstrate that an improved routing scheme that improves business metrics can be achieved.
3. We lay a foundation for future research to use contextual multi-armed bandit methods and perform online testing of this approach.

Our Pricing Models

1. GNB: Gaussian Naive Bayes model for ancillary purchase probability prediction and a pre-calibrated logistic price mapping function for revenue optimization.
2. GNBC: Gaussian Naive Bayes with clustered features model for ancillary purchase probability prediction and a pre-calibrated logistic price mapping function for revenue optimization.
3. DNN: Deep Neural Network (DNN) trained using a weighted cross-entropy loss function for ancillary purchase probability estimation. For price optimization, we implement a simple discrete exhaustive search algorithm that finds the optimal price point within the permissible pricing range.

Simulation Environment

Our Model Selection Problem and Set-up

Our Approach: Thompson Sampling (a Multi-Armed Bandit Implementation)

1. Each arm is a different pricing model.
2. The priors are assumed to be beta distributed as shown in the equation and true distributions are assumed to be stationary.
3. During training we update the model selection probabilities as described in Algorithm 1 until convergence.

Algorithm 1: Thompson sampling for the Bernoulli Bandit

1. For \( j = 1, 2, \ldots \) do
2. For \( a = 1, \ldots, |A| \) do
3. Sample \( \theta_a \sim \text{Beta}(n_a, \beta_a) \)
4. end for
5. \( x_t = \arg \max_a \theta_a \)
6. Apply \( x_t \)
7. Observe \( y_t \)
8. \( (n_a, \beta_a) \leftarrow (n_a + y_t, \beta_a + 1 - y_t) \)
9. end for

Table 1: Revenue per offer and Offer conversion scores for different models

<table>
<thead>
<tr>
<th>Model</th>
<th>Assignment probability</th>
<th>Offer conversion score</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNB</td>
<td>0.177</td>
<td>0.627%</td>
</tr>
<tr>
<td>GNBC</td>
<td>0.296</td>
<td>0.943%</td>
</tr>
<tr>
<td>DNN</td>
<td>0.557</td>
<td>1.976%</td>
</tr>
</tbody>
</table>

Table 2: Thompson sampling converged values for ancillary pricing using simulated environment. The offer conversion score is the percent of offers generated that were accepted by customers.

Key Takeaways

1. What happens when we make decisions in a changing competitive environment and market dynamics could change customer behavior and the performance of various models in these conditions. We plan to explore a non-stationary formulation of the multi-armed bandit, which ignores historical observations made prior to a certain time [3].

Future Work

Contextual Multi-Armed Bandit: Right now we are tracking the performance of each model at the highest possible level. It is possible that certain models perform better in certain customer contexts. Contextual multi-armed bandit formulation will help us address this issue.

Non-Stationary Formulation: Changing competitive environment and market dynamics could change customer behavior and the performance of various models in these conditions. We plan to explore a non-stationary formulation of the multi-armed bandit, which ignores historical observations made prior to a certain time [3].

Different Objective Function: Currently improvement to the revenue per offer is entirely implicit but not guaranteed. In the future, we plan to adjust the formulation of the multi-armed bandit to maximize for revenue per offer directly.
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